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Abstract
The paper deals with the content and teaching aspects of the demanding graduate course on Medical Image Analysis for students of the interdisciplinary branch Biomedical Technology and Bioinformatics. Besides the generic complexity of the course material, the situation is specific in relatively low backgrounds of the students in mathematics, physics and signal and system theory due to a high part of their curriculum devoted to medically oriented tuition. It is therefore necessary to compress and simplify the material, usually taught in substantially more extensive time, as much as possible but without sacrificing the minimum reasonable theoretical level on one side, and also provide the students with a reasonable minimum of practical experience with digital processing of image data. Moreover, it is necessary to include also links to medical imaging systems in the sense of describing the particular properties of the image data from individual imaging modalities. The contribution describes the present state of the subject presentation together with the initial experience as viewed both from the teacher and student aspect. 
1.
Introduction
Currently, the first batch of students in the graduate interdisciplinary study branch Biomedical Technology and Bioinformatics is just finalising their first year of the master degree continuing education; for this branch the demanding course “Medical Image Analysis” has been included in the curriculum. The preliminary considerations concerning this course have been the subject of the ICEE 2010 conference contribution [1]. The main problem is that the amount of time available to this course is very limited (only a single term, with two-hour lecture + two-hour computer labs per week); besides that, the background of these students in mathematics, physics and signal and system theory is rather limited as well. Compared to the purely technical branch of Biomedical engineering (that is run in parallel, with a better theoretical background), it is about half or even less of the time available to this area there. The intended content of the course suggested previously had therefore to be modified in several aspects, though the basic scheme naturally remained unchanged: 

· Images as two-dimensional signals

· Medical imaging systems as data sources

· Processing of medical images

· Analysis of medical images.

However, the content of the individual chapters had to be very carefully chosen to represent the main methods and approaches without overwhelming the students with too much formalism. As the second part (imaging modality dependent data properties) are obviously also an important matter for these students, it had to be included although this is normally not considered a part of image analysis area. In order to make the material attractive for students and to link the more practically oriented information about data properties with the necessary theory and minimum mathematical formalism, both areas are alternated in a special way enabling to connect the imaging modality description with the related reconstruction and analytic methods, and also to immediately apply and regularly test this knowledge in the following computer labs. 

Below, the methodology encompassing the schedule of lectures, explanations and practical computer based work, which is enabling the desirable combination of the mentioned different types of teaching, will be shown in a greater detail. Besides these details, also the resulting experience with such an approach, including both the test results and the evaluation by the students, will be presented.
2.
Course content and teaching methods
2.1
Present content of the course
The course has been taught this academic year for the first time. It has turned out that the originally suggested curriculum, as reported on in [1] , was too wide to cover completely during the very limited time of one term (with only two hours of lecture and two hours of computer lab per week).  Specifically, only a part of the chapter on data properties in individual medical imaging modalities could be treated; the less frequently used modalities – nuclear imaging (SPECT, PET), optical and electron microscopy and tomography, infrared imaging etc. – had to be skipped over.  On the other hand, a positive finding was that majority of students in this first batch of the interdisciplinary study branch were highly motivated thus partly compensating their deficiencies in the theoretical background. This enabled – compared to preliminary expectations – to present the material on a higher theoretical level than supposed, including some simple derivations of basic properties of the presented methods or used formulae, although the theoretical level is still substantially limited compared to what can be taught to students of the “classical” biomedical engineering branch. Those students have better theoretical background (in math, physics, system and signal theory, technological subjects) at the cost that they are taught only the basics of the biomedical knowledge and medical terms necessary for good communication with the medical colleagues; on the other hand, this does not enable them  to act legally as paramedical staff members, which is the substantial feature of the interdisciplinary branch students.
This year, the final content of the subject was – divided into lecture part and computer tutorial part – as follows: 
Lectures:

1. Definition and properties of multidimensional signals and systems (3 hours)

2. Digital images, 2D discrete operators and systems, 2D transforms and their properties (3 hours) 
3. Image processing 1 – contrast and colour transforms, geometric transforms (2 hours)

4. Image processing 2 – image sharpening and noise reduction (grey noise, impulse noise (3 hours)

5. Properties of biomedical image data 1 – planar X-ray, digital subtraction angiography, computed tomography  (X-ray CT) ( 2,5 hours)

6. Reconstruction of tomographic images from projections – algebraic approach, slice theorem, filtered back projection; parallel and fan projection data  (2 hours)

7. Properties of biomedical image data 2 – magnetic resonance imaging (MRI),  radiofrequency MRI signal model, 3D image reconstruction (2.5 hours)

8. Image analysis 1 – local parameters a parametric maps, texture analysis (2 hours)
9. Image analysis 2 – image segmentation A: area homogeneity, region based segmen-tation (2 hours)

10. Image analysis 3 – image segmentation B: watershed method, edge-based segmen-tation, Hough transform; binary morphological analysis (2.5 hours)

11. Image fusion – disparity analysis, optical flow, mono- and multimodal image registration, vector valued images, analysis of motion and temporal development (3 hours)

12. Properties of biomedical image data 3 – ultrasonic imaging (US), Doppler colour flow imaging, contrast based and 3D US imaging (2.5 hours)
Computer lab tutorial:

1. Image acquisition and display, digital image representation in MATLAB ®, image spectrum, 2d harmonic function and 2D Dirac impulse (1 hour)
2. Examples of contrast and colour transforms - piecewise linear, negative, histogram equalisation, gamma correction, pseudocolouring  (2 hours)

3. Application of local mask operators, 2D convolution. Sharpening operators, sharpening via frequency domain (2 hours)

4. Noise in images, suppression of moiré, suppression of grey noise and of impulse (salt and pepper) noise, median filtering (2 hours)
5. Edge detection – Sobel, Prewitt, Kirsch operators, Laplacian, Laplacian of Gaussian (LoG) operators, Canny detector, edge representation of images (1.5 hours)
6. Digital projection construction, Radon transform and sinogram, tomographic reconstructions: plain and filtered back projection, comparison of reconstruction filters influence (2 hours)

7. Demonstration of slice theorem and tomographic reconstruction via frequency domain, reconstructions from fan projections (2 hours)

8. Demonstration of texture analysis: microstructure methods, local binary pattern approach, local spectra based analysis (2 hours)

9. Demonstration of basic segmentation methods: plain intensity thresholding, double thresholds, semitresholding, region splitting and merging, region growing   (2 hours)
10. Demonstration of watershed segmentation, Hough transform based segmentation (2 hours)

11. Rigid and affine geometric transforms. Global and local similarity criteria, disparity maps. Demonstration of 2D registration using simple optimisation. Fused image presentation.  (2 hours)

12. Electronic test (basic knowledge and practical computing skills), defences of small-team projects on specific applied image processing problems  (3 hours)
2.2 
Teaching approaches
As  for the lecture tuition, the basic idea is that the material should be presented in a form that would allow the interdisciplinary students to see possibly immediate use for the obtained knowledge. This way, they became and remained – as the final experience clearly shows – interested during the whole term. For the lecturer it means that the usual way of presenting the image processing material has to be substantially modified: the theory limited to the most necessary points, simplified as much as possible (mostly by omitting proofs and derivations, naturally without sacrificing the theoretical correctness) a the material should be illustrated by as many practical examples of medical image processing and analysis as possible. The students also appreciated frequent discussions about taught material (albeit often concerning even the gaps in their knowledge of basic theory that should not exist with graduate students).

For this type of subject, the practical experience gained in the computer tutorials is of basic importance for students’ understanding. The tutorials were taught by two motivated doctoral students, with whom the lab content was prepared so that it was possible to present as much as possible in the very limited lab time, and to do it again in an attractive way.  Most of the methods could not be programmed by students; only demonstrations of the effect of individual methods to the processed images were mostly possible. However, even then the students could be attracted by e.g. possibilities of adjusting the parameters of the methods and following the influence of the adjustment to the resulting images.  Besides these demonstrations, the students were involved in small-team (2-3 students) miniprojects concerning different specialised areas of image processing or analysis, mostly dealing with some medical application area. A project on the analysis of blood microscopic images, aiming at differentiating among different types of blood particles and finally providing some statistics for diagnosis support, may serve as an example. It was interesting and for the teachers also stimulating to see that the students were mostly really attracted by the projects, quite absorbed by the work and some of them were even contacting the relevant medical clinics and tried to modify the solutions even above the requested frame and level.  The regular check of the students’ activity during the tutorials obviously supports their studying of the course material during the term (not quite common with majority of contemporary students in most courses). 
The crucial problem of generally very limited tuition time was partly alleviated by establishing a “fuzzy” border between the individual lectures and following tutorials. The time schedule was organised so that the lecture immediately preceded the computer lab, with a one hour overlap in the planned times, when both the lecture hall and two computer lab were reserved. This arrangement allowed for prolonging the lecture partly when really necessary without jeopardising the tight time schedule of students. Moreover, the material presented at the lecture was immediately exercised at the computer lab; this way the students still had in their minds the basic ideas and no time was lost by the same things being repeated at the beginning of labs (average nowadays students usually would forget the lecture material before coming to the lab on another later day, they also mostly do not study specially for the labs, partly also due to overload by highly filled study plan). Very good experience with this simple flexible time arrangement leads to conclusion to preserve the same approach even for future runs of the demanding subject as an important support. 
As for the literature support of the course, it is based on the book [2], which however is far too theoretical and detailed to serve as a basic minimum text for students. The lecture notes (in .pdf format) are therefore written in such a way that they might serve (at least for better students) as a kind of a short text book, containing all the material, which is requested at the final exam. Also some printed materials have been prepared for tutorials. 
3. Conclusions - experience and evaluation
So far, the information-system based anonymous evaluation of the course, which is usually done by students after finalising all the exams of the term, is still not available. Nevertheless, their reactions during the lectures and tutorials were above average positive. 

Presently, the first run of the written final exam has been evaluated, with a great majority of students passing well on the first attempt, with a reasonable portion of the results evaluated as excellent. This objective result is quite interesting taking into account that the questions were comparable with (though less theoretical than) the questions asked to respond to by the students of the similar but substantially more theoretically demanding course Image analysis for the “classical” branch of study. This might be interpreted as a success of the demanding course concept as described, in spite of the initial serious worries caused by the weak theoretical background of the interdisciplinary students, complicated moreover by the very limited teaching time. However, this positive conclusion may be still rather premature as this particular batch of students is generally considered exceptionally good and motivated above average, so that only after finalising the course with the next batch of students in the following academic year, this will hopefully be confirmed (or  it may also turn out questionable). 
The teaching experience gained by the two doctoral students, involved in teaching the lab tutorials, whose initiative was a significant contribution to the success of the course, is an important by-product contributing to the doctoral study when it is considered a generic preparation for academic carriers. 
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