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Abstract

Formative assessments provide critical feedback to the students.  They allow them to appreciate where they stand with respect to a course or a program requirements and with respect to their peers.  This information is particularly important in an autonomous learning context and for distance learning.  For such contexts, the ability to provide an accurate assessment through a small number of questions or exercises represents a substantial advantage.  The length of the assessment is particularly important to reduce frustration from long quizzes and allow frequent feedback.  We assess the gain that can be obtained by relying on an adaptive testing approach using Item Response Theory.  We investigate this potential gain through a simulation study and using data from a mathematical test administered to freshman engineering students.  The results indicate that an adaptive testing approach can reduce the number of questions by half to obtain an assessment equivalent to a traditional test with fixed question items.  A 10 to 20 questions test is shown to have a 0.5 correlation with the scores on the first year Calculus I course.

1.
Introduction

A non negligible proportion of engineering students are struggling with some of their mathematical courses.  These students struggle in their first few terms where math courses are often concentrated, and sometimes throughout their engineering degree in courses that require a strong math background.  We are led to believe that a substantial number of potential engineering student candidates choose to take another professional vocation because they do not have the confidence they are sufficiently prepared to face the mathematical challenges of engineering, in spite of their attraction for an engineering profession.

To alleviate this problem, École Polytechnique Montreal offers a math pre-test since the 1990's to the new enrolled students.  This test aims to identify the students who may be at risk of having difficulties in their math cursus.  For these students, the École has a preparatory class which, to date, is offered as an intensive 4 weeks full time course during the summer before the beginning of the classes.  This course is certainly a step in the right direction to reduce the failure rate and help student raise their background preparation in math, but it has a relatively low enrolment.  The intensive format during the summer is probably not ideal for a large portion of students who have summer jobs and who come from outside the city.  Furthermore, many students who register actually master correctly a good part of the course and would in fact only require some of the material thought.

Considering these drawbacks, the preparatory class is an ideal candidate for being delivered in a more flexible format.  For example, we can consider breaking down its 3 credits into individual 1 credit modules and offer a distance learning version of the same class.  However, this format implies that the student be appropriately directed towards the right modules according to his/her skills.  It is also important to give the student the tools to advise how far/close from meeting the learning objectives he or she is.

The long term objective of our project is to provide such a tool.  This project relies in great part on an adaptive testing technology that allows for a reliable assessment of what is mastered by the student with only a small number of questions. The ability of making a reliable assessment with a short quiz is tantamount to achieving our goal, since we would expect that a long testing period would be unacceptable every time the student wants a feedback on his/her learning progress.

This paper reports the results of a simulation to determine what is a sufficient number of questions to ask to obtain a reliable assessment in order to provide valuable study guidance.  It also addresses the question of what gain is obtained by adaptive testing compared to a traditional test with a fixed set of questions.

2.
Adaptive testing

Online testing allows the choice of questions as a function of the outcome to previous questions.  This dynamic choice of questions is referred to as adaptive testing.  For an equivalent number of items, the adaptation of question choice according to previous answers can increase the amount of information obtained than for a fixed question sequence.  For example, the expected amount of information of a difficult item will be lower than for an easy question if the examinee scores low on this test.  In general, question difficulty must be adapted to the examinee ability and medium difficulty will yield maximum information, i.e. questions for which the chances of success are 0.5 for a given examinee.

Adaptive testing has been extensively studied in psychometrics and the most established approach is IRT, Item Response Theory.  In IRT, the choice of the next question item is generally based on Fisher information.  The Fisher information is measured as a function of examinee ability and item difficulty and, as expected, it is maximal when the expected probability of a success is 0.5.  It value is also affected by the item discrimination value.  For example, an item with a null discrimination will always yield the same probability of success, regardless of the examinee ability.  Even if its estimated chances of success is 0.5 for a given examinee, it will not yield any information.  On the contrary, if an item can perfectly separate examinee above and below a specific ability level, then its discrimination value will be very high and it its expected information value will be high for the examinee around that ability level.  Therefore, the Fisher information is a good measure to choose the appropriate item that will likely help in estimating the examinee level of ability.  Details of this theory can be found in Baker & Kim (2004).

In addition to its strong theoretical basis for guiding the choice of question items, IRT also offers a framework to assess the examinee's level of ability on a continuous scale and with respect to a single dimension (skill or knowledge).  IRT assumes that the probability of correctly answering an item depends on an ability, generally referred to by the symbol q.  Probability increases with the person's ability level and follows a sigmoïd curve where the inflexion point is at p=0.5.  The value of  q  is generally estimated by a maximum likelihood method.  Its estimated value corresponds to the maximum likelihood given the observed sequence of success and failures.  Here again, we refer the reader to Baker & Kim (2004) for further details on the computations behind the approach.

There exist many IRT models.  We use the two parameter logistic model, one parameter representing item difficulty and another representing item discrimination (Lord & Novick, 1968).

3.
Objectives and methodology of the study

Although it is a well established fact that adaptive testing brings a better assessment with a small set of items, we sought to quantify the gain more precisely for our given context as described in the introduction.  More specifically, we aim to know how many items are necessary to arrive at a reliable assessment in mathematics with an adaptive testing scheme compared to a fixed questionnaire. 

Before moving on to address this question, let us note that we will use the term quiz to refer to tests based on a subset of a larger pool of items. A quiz can either be adaptive of fixed, the latter case corresponding to a traditional test.

To quantify the difference in the information obtained from an adaptive vs. a fixed test, we compare the estimated examinee score with two different sources: (1) the examinee score to the Calculus 1 course taken in the autumn following the test (a few months apart) and (2) the score to the full test which contains 60 questions in total.

We consider that the amount of information obtained between the adaptive and fixed quizzes is equivalent when the accuracy of the estimated ability level,  as measured by the two sources mentioned, is similar.  Moreover, when accuracy of the estimated ability level from the quiz converges to the accuracy of the full 60 questions test (as measured by source 1), then we can consider that we have reached the maximum information.

The methodology to investigate the above research questions consists in simulating quizzes of different length for each approach, then to assess the accuracy of the predictions by comparing the results with the two sources mentioned: the full test and the final score for Calculus I.

3.1
Data and quiz construction

The simulations are conducted over data from the two sources mentioned above and for which the details are described below.

College math test.  The first source is that of the math test composed of 60 questions and administered to 157 newly registered students at Polytechnique Montreal for the summer 2010.  This test contained 30 fixed items and 30 items adapted as a function of previous answers and according to the adaptive testing algorithm described above.  The 30 adapted items are taken from a pool of 74 items and are obviously different from one student to the other.

Calculus I course.  A majority of the students who participated in the college math test were enrolled in the Calculus 1 course in the autumn 2010.  Their final results to this course provides an independent assessment of their mastery level for college mathematics.

Historical data.  Apart from the above two sources, a third independent source is also used in this study to calibrate the item parameters for the two approaches, IRT and traditional.  This data originates from the questionnaires from the last 10 years and incorporates previous results from 2650 students over the last 10 years. Therefore, we have a minimum of 222 and a maximum of 1723 answers for each question item.  The actual number depends on the frequency for which the item has been part of the previous questionnaires.  Calibration of the respective approach is described below.

Quiz.  Quizzes of different lengths are simulated by sampling question items in the full test.  Lengths range from 5 to 20 items, which corresponds to assessments that a student can take in a relatively short and acceptable time for the purpose of feedback.

For the traditional approach, the sample is taken in the fixed section of the full test.  These questions were preselected to cover the full array of topics and difficulties, akin to how we would usually construct a quiz.  For the adaptive approach, sampling is done from the complete set of 60 questions that was administered to a given student.  Therefore, it can contain questions from the 30 fixed items and from the 30 adaptive items which, in that latter case, were taken from a pool of 74 items as mentioned.

3.1
Skill measures and correlations

An assessment of the student's skill level is obtained from the 5 to 20 items quizzes.

For the IRT approach, a logistic model with two parameters is taken, as described above.  The difficulty and discrimination parameters associated with each question item are estimated from the historical data.  The ltm package (Rizopoulos, 2006) is used for that purpose.  Then, the ability is estimated from the quiz samples according to the IRT approach and also using the ltm package.

For the traditional approach, the assessment estimate relies on the Z score.  The actual quiz score is mapped onto a normal standard distribution (with 0 mean and standard error of 1).  This transformation takes into account the item difficulty in the normalization process.

More specifically, assume a quiz Qn composed of n items from the global pool of items Q, and assume a corresponding vector of binary successes/failures, Rj(Qn), then, the student score is given by: 
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 is the average success rate for item i in the historical data set, and qi takes the value of 0 for a failure and 1 for a success.  The addition of 1 to the numerator and 2 to the denominator corresponds to the Laplace correction for a non informative prior and avoids numerical errors.

Not that the skill assessment Sj (traditional) and  (adaptive) are within the negative and positive infinity range.

To validate the skill estimates Sj and , correlations between these estimates and the score to the global test and the final score to the Calculus I course are computed.  The percentage scores are transformed to a negative and positive infinity scale by using the logit function.  Also, given that the scores on small 5 to 20 samples can vary considerably, the correlations are computed over 100-folds experiments.  The 100-folds only apply to the traditional mode because the adaptive mode results in a deterministic choice of items for each student (albeit different for each student of course).

4.  Results

The results of the different simulations are reported in table 1.  The Pearson correlations, between the skill estimate from the quiz and the Calculus I course and global test score, are reported.

Table 1 – Correlations between scores

	
	
	Correlations

	Quiz mode
	Nb. items
	Calculus 1
	Test score

	Traditional
	5
	0.34
	0.64

	IRT
	5
	0.43
	0.79

	Traditional
	10
	0.42
	0.77

	IRT
	10
	0.49
	0.88

	Traditional
	15
	0.45
	0.83

	IRT
	15
	0.50
	0.90

	Traditional
	20
	0.48
	0.87

	IRT
	20
	0.50
	0.91


As mentioned, Table 1's correlations for the traditional mode correspond to the 100-folds mean correlation and are therefore highly stable with a standard error of 0.2, whereas the IRT correlations do not vary as the algorithm to choose items is deterministic.

It can be seen that IRT correlations for 5 items are close to the traditional 10 items condition.  Similarly, the 10 items IRT condition matches the 20 items traditional condition.  Therefore, the adaptive mode provides roughly the same amount of information as double the number of questions in traditional mode.

Note also that the correlation of the full test score correlates at 0.51 with the Calculus 1 course, a value relatively close to the 0.49 and 0.50 correlations of the adaptive quizzes composed respectively of 10 to 15 questions.  In other words, we can conclude that almost the same amount of information is obtained from 10 to 15 adaptive items as the full 60 questions test.

5.  Discussion

The use of adaptive testing for personalized assessment and learning is not new.   Chen, Lee, and Chen (2005)

 describe a recent study that adopts IRT in a similar framework.  The commercial system ALEKStm (Falmagne,

 Cosyn, Doignon, & Thiéry, 2006)

 use a different adaptive testing approach to provide a skills assessment from which a dynamic study plan is obtained.  The current study brings new light on this topic with regards to the gain that the adaptive IRT approach yields.

For the Engineering math test, results suggest that the number of items can be reduced by half compared to the traditional fixed items approach, and that a 15 adaptive tests provides almost as much information as a longer 60 question test.  This is an interesting findings as it permits to better appreciate what is the adequate test length for a personalized feedback assessment tool meant to accompany the student in an autonomous self-learning roadmap.

Does that suggest we can generalize and presume that adaptive testing doubles the amount of skills assessment information?  Probably not, and other studies will be needed to answer this question.  Nevertheless, the methodology proposed in this study remains a valuable approach to investigate such questions.
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